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ABSTRACT

This paper describes elements of Semantic Web infrastructure
for maritime information, including navigation information.
The work is motivated by the need to prepare maritime infor-
mation representation and distribution for future-generation
Web technology, especially the Semantic Web. The infras-
tructure elements described here consist of computational on-
tologies and a prototype XML-based markup language for
maritime information. Computational ontologies and markup
languages for a domain are both essential for developing Se-
mantic Web applications for that domain.

The first phase of the work consists of the construction
of a computational ontology for navigation information and
nautical chart symbology. (A computational ontology for a
domain consists of a collection of concepts defined in the do-
main and the relationships between these concepts, expressed
in a form that can be processed by software.) Ontological in-
formation is acquired from multiple sources, including stan-
dards documents, database schemas, lexicons, collections of
symbology definitions. The sources of ontological knowl-
edge and the contribution of each source to the overall on-
tology are described in this paper. In the second phase, the
computational ontology is used to create a prototype of the
language - Maritime Information Markup Language (MIML)
- for tagging documents within the maritime domain. An
overview of this prototype markup language is included.

The use of this markup language and ontology in a

demonstration application is then described. One applica-
tion area for these information infrastructure elements de-
scribed here is the integrated retrieval of maritime informa-
tion from diverse sources, ranging from Web sites to nautical
chart databases and text documents. An architecture for such
a retrieval system is described. A web-based demonstration
prototype based on these concepts has been developed.

The work performed to date demonstrates the utility of
the computational ontology as a multi-level index to di-
verse information sources, and in creating a uniform inter-
face for information retrieval. The use of the MIML proto-
type in markup of, and extraction from, text documents is
also demonstrated. The computational ontology and markup
language are enabling technlogy for future smarter informa-
tion retrieval and reasoning systems, for example, automated
passage planning and intelligent navigation software.

INTRODUCTION

The Semantic Web is a paradigm for Web content and pro-
cessing that attempts to introduce ‘meaning’ to the World
Wide Web, in the sense of making it easier for Web appli-
cations to process and react to the content of documents, and
not just the presentation and markup. Berners-Lee, Hendler,
and Lassila describe it as “not a separate Web but an extension
of the current one, in which information is given well-defined
meaning, better enabling computers and people to work in co-
operation” [22]. A visionary application involving the auto-
mated discovery of information about medical providers and
making a plan for a visit to a selected provider is described in
that paper.

The implications of the Semantic Web in the maritime
domain lie in enabling smarter processing of the voluminous
information — from different sources and in different forms
(text, diagrams, etc.) — that may need to be dealt with in
the course of a trip. This information processing involves,
in addition to course plotting and information about naviga-
tion aids and hazards, weather reports, data about the nature
and status of facilities in relation to the nature and purpose of
the voyage (e.g., the information required for a supertanker is
different from that required for a sailboat), etc.
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Figure 1: Part of the taxonomy for hazards

Berners-Lee, Hendler, and Lassila [22] mention knowl-
edge representation, ontologies and agents as core technology
for the semantic web. In artificial intelligence, an ontology is
a set of definitions of the concepts that exist in a particular do-
main and the relationships between them. A computational
ontology is a a collection of terms, formal definitions, and
constraints, which can be processed by software, and which
increases the scope of computational methods applied to the
relevant domain. An ontology for a domain can be considered
as an extended ‘information model’ for the domain. A basic
component of any ontology is a taxonomy or classification
of concepts — an is-a hierarchy or class hierarchy. Figure 1
shows part of the hierarchy for navigation hazards.

This paper describes the creation of an ontology (or in-
formation model) for maritime information, and the use of
this information model in markup and integrated retrieval
from multiple sources. The creation of a model of avail-
able knowledge and information constitutes ‘ontological en-
gineering’. For our project, ontological information is ac-
quired from multiple sources, including standards documents,
database schemas, lexicons, collections of symbology defini-
tions, and also from semi-structured documents.

Another essential component is one or more markup lan-
guages for describing document content. The World-Wide
Web Consortium’s Extensible Markup Language (XML) [23]
is currently the most relevant and mature framework for such
a markup language. The computational ontology created is
being used to create an prototype XML-based markup lan-
guage (Maritime Information Markup Language — MIML)
for tagging documents within this domain. This markup lan-
guage is used (as an initial demonstration of the kind of ap-
plication that will be enabled) in a Web-based information
retrieval system that obtains information from Web sites, dig-
ital nautical charts, and marked-up text documents.

The next section describes the sources of ontological
knowledge and the contribution of each source to the overall
ontology. An overview of a markup language for maritime
information derived from this ontology follows. The use of
this markup language and ontology in the demonstration ap-
plication is then described.

ONTOLOGY CONSTRUCTION

In gathering ontological knowledge, a deliberate decision was
made to use standardized sources wherever possible, with the
dual purpose of leveraging the prior work of domain experts
and enhancing acceptability of the resulting product. The fol-
lowing sources were used:

Standards Documents: A normative standard for digital
nautical chart content is the IHO (International Hydrographic
Organization) S-57 Transfer Standard for Digital Hydro-
graphic Data [11]. The ‘object catalog’ section of this docu-
ment consists of a list of chart entities, definitions, and entity
attributes, which gives us a collection of domain entities that
can be considered canonical as far as the scope of the standard
goes. Extraction from this ‘object catalog’ was automated us-
ing graph traversal algorithms that exploit links between en-
tities and attributes. The automated extraction resulted in 173
classes. A comparison of 10% (selected at random) of the
extracted information with the original source indicated er-
ror rates of 8% to 20% (for different categories of ontological
knowledge — classes/types/attributes). The additional effort
needed to reduce this rate in the automated extraction was
not undertaken, as it proved no very laborious task to make
the corrections by hand (about 10 hours for a non-expert who
compared the extracted ontology with the original source).
Figure 2 shows part of the ontology derived from the IHO
S-57 standard.

The Spatial Data Transfer Standard [6] was another
source. The parts we used were the list of ‘included terms’
(analogous to a hyponym list) and attribute definitions. Ex-
traction from this was less satisfactory in some ways, since
these sections are less rigorous than the object catalog of the
S-57 standard, but, on the other hand, the lists cover more of
the terms used in practice.

Databases: The primary digital chart database we have
used so far is the set of sample Digital Nautical Chart (DNC)
data files available from the National Imagery and Mapping
Agency (NIMA), covering the San Diego Harbor and ap-
proaches. The DNC database has somewhat more semantic
structure than the aforementioned standards, consisting as it
does of feature classifications organized by ‘layers’, for ex-
ample, environmental features, cultural features, land cover
features, etc. Induction of ontological knowledge from this
consisted of mapping the structure to a class hierarchy. Tax-
onomical information that could be directly extracted from
the table names in this database therefore consists of relation-
ships between the abovementioned features/classes. Approx-
imately 134 classes were mined from this database.

As with the S-57 standard, this database and schema cov-
ers only chart entities, and the terminology is even more re-
stricted (and to some extent, more linguistically opaque) than
the S-57 standard, due to the use of abbreviated names for
entities and attributes, and the lack of textual definitions.



Figure 2: Ontology from S-57 Hydrographic Information Standard in Protege

Lexicons and Symbology Definitions: We also used the
Stanford Medical Informatics group Protégé tool [7] with
the standard collection of chart symbology published by the
National Oceanic and Atmospheric Administration (NOAA
Chart No. 1) [17] to create an ontology of navigation aids,
hazards, and other entities. Chart No. 1 provides brief de-
scriptions of the meaning of each symbol. It is organized
semantically (in that related symbols are in the same section
or subsection). Approximately 500 classes were created from
this source. Definitions available within this document were
supplemented by using Chapman Piloting [13] and an online
dictionary of chart terms (discovered and used by the knowl-
edge entry personnel, who were computer science students
unfamiliar with nautical terms). Ontology creation based on
these documents consisted of manual entry of information us-
ing Protégé, due to the lack of electronic versions of the sym-
bology definitions.

Semi-structured material: The United States Coast Pilot
consists of ‘lightly structured’ text, with each volume con-
taining a preliminary chapter containing navigation regula-
tions (including a compendium of rules and regulations, spec-
ifications of environmentally protected zones, restricted ar-
eas, etc.), followed by chapters dealing with successive sec-
tors of the coast. Each chapter is further divided into sections
(still in geographical order); each section is further divided
into sub-sections and paragraphs describing special hazards,
recognizable landmarks, facilities, etc.

The internal structure of subsections and paragraphs pro-

vides taxonomic hints, indicating, for example, which leaf en-
tities are categorizable as sub-classes of weather conditions,
as well as providing a small amount of additional taxonom-
ical information that extends taxonomies derived from other
classes. The Coast Pilot was selected as being considered
normative (in the sense of using well-understood terms) and
comprehensive. A version marked up with XML would have
proved invaluable for ontology learning, but there is no such
version available at this time (indeed, it is the aim of this
project to create such a marked up version).

There is a certain amount of overlap in the ontological
information derived from the different sources above, in ad-
dition to structure mismatches (for example, information that
is denoted as an attribute in one ontology may be used for
sub-classing in another). The reuse of other computational
ontologies was explored early on, but they (e.g., the SENSUS
ontology in Wordnet turned out to define terms in usages that
are either not relevant, or ‘wrong’ in the maritime information
domain — for example, a ‘bridge’ is a trafficable passageway
for land travel, but an obstruction or landmark for waterborne
vessels.

We have discovered that though there is a certain amount
of duplication between the above sources, they are largely in-
dependent and produce different parts of the taxonomy for the
maritime information domain as a whole. It is therefore nec-
essary to merge the ‘sub-ontologies’, i.e., construct a larger
ontology that contains all the terms and that reconciles dis-
crepancies between them. An initial merger was done us-
ing a Perl program; a Protégé plugin for this task is being



developed. The theoretical underpinning of our approach to
the merging problem is described elsewhere [14]. Ontology
merging and ontology mapping (relating concepts in one on-
tology to those in another) are active areas of research [3; 9;
18; 19].

When the ontological knowledge has been compiled, the
bulk of markup language definition work can begin. This is
described next.

MARKUP LANGUAGE

This section briefly describes a seed, skeletal version of the
Maritime Information Markup Language (MIML), with the
intent of illustrating how the markup language could be con-
structed from basic concepts in knowledge representation
(i.e., ontologies). The version described here has not been
through an external review process, which would be essen-
tial for a deployable version, and should not be regarded as
authoritative or complete, consisting as it does primarily of
views of the author of the current paper.

Foundation of the Language

The markup language is founded on transition from compu-
tational ontologies to data types, entities, and attributes. This
turns out to be a two-way process - a small part of the sum of
ontological knowledge was formalized through doing a sam-
ple markup of part of the Coast Pilot ab initio (without pre-
determined elements, attributes, etc.). The bulk of the ontol-
ogy design work to date, however, was based on other sources
(i.e., was generated prior to any markup).

Transition from Ontologies to Markup

The transition from ontology to markup consisted of the fol-
lowing:

� Certain markup tags (elements) were defined by naming
them after classes in the ontology. This decision was
based on the belief that if a concept was considered im-
portant enough and distinct enough to be reified in the
ontology (by being named as a distinct class), it is likely
to be used as a markup element. The classes so treated
were the leaf classes in the ontology (those that are not
further subclassed).

� Slots in the ontology were generally mapped to ele-
ment attributes in the markup language, since in our do-
main they generally consist of small “atoms” of infor-
mation such as the name of a place or one of an enu-
merated set of values (for example, the “nature of sea
floor” slot/attribute can have the value “mud”, “clay”,
“sand”, “rock”, etc.). The slots were also used to define
datatypes in the XML schema, and restrictions on the
allowed values for an attribute (where they exist) were
maintained by defining the corresponding restrictions on
the target type in the schema (e.g., an enumerated type of
the base type “string” was defined corresponding to an
ontology slot in Protégé of type “symbol” with a facet
restricting the possible values of this “symbol”).

� A small number of selected slot values were mapped to
elements in the markup language. This applies to those
that were felt to be important enough to merit their own
notes in the target documentation.

Unsurprisingly, very little relationship between the is-
a hierarchy in the ontologies (class/subclass relationships)
and the element containment relationships in the markup lan-
guage exists. Part-whole relationships in the ontology do ap-
pear to be maintained across the mapping from ontology to
markup but this preservation does not always exist, and is
naturally uni-directional (i.e., containment in the markup lan-
guage does not imply a part-whole relationship in the source
ontology). This implies that information is being lost in the
transition from ontology to markup and vice versa, meaning
that both ontologies and markup will be needed for a proper
understanding and processing of target documents.

Language Sub-divisions

The markup language appears to divide naturally or intu-
itively into partitions or different sub-languages, each corre-
sponding to a separate XML schema [25; 26; 27]. The parti-
tion is based upon taking into account the source of the onto-
logical knowledge, the use of markup, interdependencies, and
expectations for change control. The existence of a specific
source for a part of ontological knowledge usually indicates
its use within sub-domains of the overall domain - for ex-
ample, a weather ontology (or markup) will be used by fore-
casters, distributors of weather information, and consumers
(mariners), but the digital charts community is not interested
in weather insofar as the making of digital chart databases is
concerned. Change control and updating of ontologies and
markup will be simplified by limiting these responsibilities to
the interested sub-communities.

In practice, this partitioning is expected to be imple-
mented using different namespaces (or another suitable par-
tition mechanism). Figure 3 contains a conceptual overview
of the author’s view of a possible partitioning of MIML into
different schemas.

The diagram on the left of Figure 3 shows the conceptual
structure of MIML itself, with markup (sub)languages at the
core consisting of:

1. The S-57 core, comprising entities and attributes de-
scribed in the International Hydrographic Organization’s
S-57 standard and only those entities and attributes.

2. A geography markup component, tentatively identified
as GML (Geography Markup Language) which is be-
ing prepared by the OpenGIS consortium. This is in-
cluded primarily to represent low-level primitives such
as shapes (lines, polygons, etc.).

3. A communications (sub)language (”Comm” in the fig-
ure) for describing communications-related information
(VHF channel information, radio call signs, telephone
information, etc.).

4. A Services (sub)language, to describe port facilities,
small craft repair information, etc.



Figure 3: Schemas comprising MIML

5. A Weather (sub)language, to describe wind and sea con-
ditions, weather forecasts, etc.

The outer components in the figure are: a sub-language
tentatively called S57Plus, intended to extend the S57 core
with markup information that is generally required when S57
elements are discussed in texts, but which is not contained in
the S57 standard; and a MarDoc component, intended for the
markup of document structural elements that are not part of
the domain itself, but which recur in target documents (for
example, a ”chart” element that could demarcate the part of a
text document that contains information pertaining to a spe-
cific nautical chart).

Layering in Figure 3 denotes ”use relationships” - for ex-
ample, elements defined in the ”MarDoc” part are expected to
use (contain) elements in all the other parts, but the S57 com-
ponent is not expected to use elements or definitions from
other parts.

The diagram on the right of Figure 3 illustrates the use
of markup components with a specific target document or in-
formation resource (the shaded part at the center). Note that
not all the components need be used to mark up any specific
information resource.

The formal definition of the language is envisaged to be
in terms of DTDs (Document Type Definitions) and XML
schemas; the components of such a definition are described
next.

Schemas and DTDs

A DTD has been prepared for a sample ”shoreline” chap-
ter of the Coast Pilot (i.e., a chapter other than the prelim-
inary chapter concerning navigation regulations, etc.). Part
of this is shown in Figure 4. A DTD for the Local Notice to
Mariners has also been prepared (omitted in the interests of
brevity). XML schemas derived from the S-57 ontology and
the Coast Pilot DTD are under development; sample elements
for Wharves and Pier are shown in Figure 5. For most ele-
ments in the Coast Pilot schema, the type is ”mixed”, because
the document currently consists of a sequence of paragraphs
in English; each paragraph either expands on something in
the corresponding nautical chart (e.g., adds a note about a

specific navigation hazard), or contains condensed informa-
tion from another document (e.g., about port facilities), or
provides location-specific information (e.g., contact informa-
tion for local authorities, reminders about local regulations,
etc.). In other words, the Coast Pilot is basically a text doc-
ument that repeats certain forms of expression in a restricted
vocabulary of a natural language (English) for different parts
of the coastline; it is not, at this time, intended for automated
processing. We hope to move towards this goal via the DTDs
and schemas described here, but meanwhile it is important to
retain its human readability.

Figure 6 shows a marked-up fragment of Volume 7 of the
Coast Pilot. This fragment is part of Chapter 4, which covers
the California coast from San Diego to Point Arguello, and
describes, amongst other things, weather, navigation hazards,
aids for navigation, local regulations, contact information,
harbor facilities, etc. The section in the figure comes from
the portion describing harbor facilities in San Diego Bay. (El-
lipses denote material left out of this figure for brevity’s sake.)

Given the above infrastructural elements – ontologies and
a skeleton markup language – it is possible to construct a
proof-of-concept application demonstrating a standardized
interface to information retrieval. This is discussed next.

DEMONSTRATION APPLICATION

A ‘passage plan’ is, for the purposes of this project, an an-
swer to the questions: ”How do I get from X to Y? What will
I encounter on the way, and what will I find when I get there?
What do I need to know for this particular journey”? Pas-
sage planning involves not just plotting a safe route, but also
includes generating a report about hazards that may be en-
countered, facilities available along the route and at the des-
tination, weather and tide conditions that may encountered
during the voyage, etc. The passage plan depends on the type
of vessel and the purpose of the journey, since information
that may be of interest to a freighter may be irrelevant to a
small pleasure craft. The use of these concepts, and of MIML
is demonstrated in a prototype Web-based application.



<!DOCTYPE CoastPilot [
<!ELEMENT CoastPilot (Scope, GeneralDescription, GeneralMaterialOnChart+)>

;
<!ATTLIST CoastPilot Volume CDATA "" Chapter CDATA "" >
<!ELEMENT Scope (From, To )>
<!ELEMENT From EMPTY>
<!ELEMENT To EMPTY>
<!ATTLIST From Name CDATA "" Latitude CDATA "" Longitude CDATA "">
...
<!ELEMENT Pier (#PCDATA | Berth |Dimensions | Service )*>
<!ELEMENT Berth (#PCDATA | BerthNumber | Dimensions |

BerthFacilities | Service )*>
<!ELEMENT BerthNumber EMPTY>
<!ATTLIST BerthNumber No CDATA "">
<!ELEMENT Dimensions (#PCDATA)>
...
<!ELEMENT Wharves (#PCDATA | Xlink | PierArea )*>
<!ELEMENT PierArea (#PCDATA | Pier )*>
...

Figure 4: Partial DTD for the Coast Pilot

<element name=’Pier’>
<complexType mixed=’true’>
<choice minOccurs=’0’ maxOccurs=’unbounded’>
<element ref=’Berth’/>
<element ref=’Dimensions’/>
<element ref=’Service’/>

</choice>
<attribute name=’Name’ type=’string’ use=’default’ value=’’/>
</complexType>

</element>
...
<element name=’Wharves’>
<complexType mixed=’true’>
<choice minOccurs=’0’ maxOccurs=’unbounded’>
...
<element ref=’PierArea’/>

</choice>
</complexType>

</element>

Figure 5: XML Schema elements for the Wharves and Pier elements



<Chart>
<ChartNumber>18773</ChartNumber> <ChartNumber>18772</ChartNumber>
<Location> San Diego Bay is 10 miles NW of the Mexican boundary</Location>
<Description>San Diego Bay is where California’s maritime history...</Description>
...
<Anchorages>General anchorages, special anchorages, and ... </Anchorages>
<Tides> The mean range of tide is 4.0 feet at San Diego ... </Tides>
<Currents> The currents set generally in the direction of...</Currents>
...

<Wharves>
The San Diego Unified Port District owns the deepwater commercial facilities in...
<PierArea>
<Pier name ="B Street Pier, Cruise Ship Terminal">
(32 deg. 43’02"N., 117 deg. 10’28"W.): 400-foot face, 37 to 35 feet alongside;
1,000-foot N and S sides, 37 to 35 feet alongside;...
</Pier>
<Pier name ="Broadway Pier, S of B Street Pier">
135-foot face, 35 feet alongside; 1,000-foot N and S sides, 35 feet...
</Pier> ...
<Pier name ="Tenth Avenue Marine Terminal">
<Berth name="Berths 1 and 2">
Concrete bulkhead, 1,170 feet of berthing space; 27 feet alongside...

</Berth>
<Berth name="Berths 3 and 6"> ... </Berth>
<Berth name="Berths 7 and 8"> ... </Berth>
</Pier>

<PierArea>
</Wharves>
...
</Chart>

Figure 6: Marked-up fragment of Chapter 4, Volume 7 of the Coast Pilot

Content sources for prototype site

The ‘content’ sources for passage planning are Web sites with
real time information, the Coast Pilot, and programs that gen-
erate information as and when required. They fall into the
following categories:

Static text documents: The primary text document cur-
rently being used is the Coast Pilot, described earlier. It in-
cludes descriptions of particular items of interest, some of
which are also shown in nautical charts (such as lighthouses
and beacons), and other descriptions which are either not
available in the nautical charts and other places, or not appar-
ent from them, such as special local tidal dangers. (Where
information in the CP duplicates that in other sources, we
interpret it as emphasizing important features and dangers.)
It also contains a few diagrams and photographs taken from
a mariner’s point of view, information on anchorages, etc.,
and pointers to other sources, for example, to the U.S. ‘Port
Series’ for more information on facilities at a specific port.
Markup of the Coast Pilot with MIML tags is currently be-
ing done manually; we hope to automate part of this markup
process in the future.

Web sites with real-time information: Certain informa-
tion is being made available in near-real-time by both official
and unofficial sources, especially weather conditions, fore-
casts, and warnings. The National Databuoy Center (NDBC)

Web site provides recent weather data from databuoys all
along the U.S. coastline. Certain marinas have also begun
putting local conditions on their Web sites. Tide predictions
are available from another NOAA site. The prototype in-
corporates information from databuoys (via the NDBC Web
site).

Chart databases: Data extracted from DNCs was loaded
into a local database server (due to the difficulty of querying
DNC files). The contents are essentially tables of features and
their attributes. These tables are easily transformed into an
object-relational database form. This source provides infor-
mation about such items as coastlines, marker buoys, light-
houses, depth measurements, and other nautical chart fea-
tures.

Dynamically generated content: Certain content (tide pre-
dictions) is generated by programs residing on the local web
server.

CAPABILITIES DEMONSTRATED BY PROTOTYPE

The capabilities demonstrated in the prototype application
are:

Extraction from XML documents: Relevant elements
from the marked-up Coast Pilot are extracted in response to



Figure 7: Elements describing cargo facilities, extracted from the Coast Pilot

a user query. Relevance is judged based on proximity to the
location(s) specified (and the route between source and desti-
nation), the type of vessel and purpose of the voyage, and in
response to the optional question mentioned earlier. Figure 7
shows the response to a question about cargo facilities at San
Diego.

Real-time information presentation: Information about
weather conditions as reported by NDBC data buoys is re-
trieved from the NDBC web site, and processed into a form
suitable for presentation, this time with MIML markup added
automatically.

Data retrieval: The databases created from DNCs are
queried with SQL queries and the results transformed into
forms suitable for presentation. This transformation currently
involves statistical post-processing of the information, the na-
ture of this post-processing depends on the form of the query,
especially when the retrieval is raw material for an response
to the optional user questions mentioned earlier. Transforma-
tion is discussed further in the next paragraph.

Single interface for simple question answering: The pro-
totype is able to answer questions posed using a limited vo-
cabulary and syntax. Questions can be asked in ways that are
close to natural language (e.g., “can I anchor . . . ”). Pattern-
matching is used to transform this natural-language question
into a query that can be executed by the database back-end.
The techniques used in information retrieval and process-
ing of retrieved information may involve the capabilities de-
scribed earlier in this section. In some cases, the raw data re-
trieved from the database undergoes post-processing depend-
ing on the form of the question; for example, the questions
“show the sea floor off . . . ” and “can I anchor near . . . ”
both retrieve the same raw data (sea floor characteristic data

points), but the first form produces a table of values, while
the second combines the retrieved values into an assessment
of the general sea floor description in the same location.

The primary interface with the user consists of a form to
be filled out with information about the journey, including
the location (either source-destination or a single point), type
of vessel (cargo, sail, etc.), time of journey, and, optionally,
specific questions about such items as anchorages, local fa-
cilities, depths, etc. The Web server transforms the form into
a collection of sub-queries, each formulated for the specific
knowledge sources available (here, Web sites, DNC database,
marked-up CP files, and a tide prediction program).

The current version of this page limits its search to the
four sources mentioned earlier and answers a limited range of
questions, being constrained by the limited richness of struc-
ture of the sources (e.g., the CP is marked up with MIML
tags only at sentence- or paragraph-level detail, whereas tag-
ging parts of sentences is required for more sophisticated re-
trieval). Efforts to integrate more sources and enhance the
expressiveness of the markup language are underway.

The schematic in Figure 8 shows the conceptual structure
of the demonstration application. Figure 8 shows a question
entered by the user in (semi) natural language being trans-
formed to use standard terms by a black-box language pro-
cessor. A multi-level index derived from computational on-
tologies for the domain is used to re-cast the question into
knowledge-source specific formats which are dispatched to
the appropriate information sources (the filled circles). The
information sources may be wrapped in one or more markup
languages (the unshaded arcs) or unshielded (not use any
markup at all) as in the leftmost circle in the figure.

The demonstration application in its current stage of de-
velopment does not deal with the route-planning problem
(“how do I get from X to Y”), because similar issues have
long been addressed in path planning research within arti-
ficial intelligence, and the computational magnitude of this



Figure 8: Schematic for Information Retrieval Application

particular problem prevented anything more than a superfi-
cial solution with available resources. It does attempt to deal
with the other components of what we call the ‘passage plan-
ning question’. Note that the passage plan depends on the
context of the question, especially type of vessel and the pur-
pose of the journey, since information that may be of interest
to a freighter may be irrelevant to a small pleasure craft.

RELATED WORK

A significant amount of data for the waterborne transport
community is already being distributed via digitized meth-
ods, including the World-Wide Web. Specific application ar-
eas in the maritime domain for the concepts described here
domain are described by Spalding and Pirzada [20] and by
Spalding and others [21]. Certain next-generation informa-
tion systems that are being planned, for example, the Ma-
rine Data Hub, augmented-reality navigation aids, vessel traf-
fic management systems, and Intelligent Waterways System
mentioned in these papers, will need efficient processing and
integration of multiple kinds of information, from multiple
sources, not all of which currently use the same data model.

Linking of ontologies for these disparate sources and kinds
of information, using commonly known schemas and markup
languages should enhance the capabilities of these systems.
A foundation for future intelligent navigation aids and soft-
ware will be provided by infrastructure elements of the kind
described in this paper.

On the theoretical side, concerning information gather-
ing, Knoblock and Ambite [12] describe the use of a do-
main model in formulating queries for different knowledge
sources represented by different agents. Noy and Musen [18;
19] describe an algorithm and tool for merging ontologies
in Protégé. Chalupsky [2] describes OntoMorph, a tool for
translating symbolic knowledge from one KR formalism to
another, and describes ontology alignment in [3]. Hovy [9]
describes a procedure for ontology alignment and heuristics
for suggestions, including pattern matching on strings, hier-
archy matching and data/form heuristics. Ontology analy-
sis and merging in Chimæra is described in [15]; the tech-
niques used include syntactic analysis of class and slot names,
taxonomic resolution, and semantic evaluation (for example,
slot/value type checking and domain-range mismatches).



The work in deriving markup languages from ontologies
that is most closely related to that described here appears to
be that of Erdmann and Studer [4], which describes deriva-
tion of DTDs from ontologies by mapping concepts and at-
tributes to XML elements. A tool that does this mapping
(“DTDmaker”) is described. In purpose and function, it ap-
pears to be similar to the techniques used by us to produce
XML schemas from our ontologies, except that we produce
schemas instead of DTDs. Erdmann and Studer claim that
both DTDs and ontologies are needed for document under-
standing and processing, reinforcing the observation in this
paper that there is information in each that is not reproduced
in the other. Hunter [10] describes a similar standard-based
approach to ontology and markup definition, for MPEG-7.
Mitra, Wiederhold, and Decker [16] describe the integration
of heterogeneous information sources based on conversion of
disparate conceptual models to a single conceptua l model,
similar in intent to what is being done in the prototype re-
trieval application described here, but apparently different in
the emphasis on the reconciliation of conceptual models for
interoperability. Euzenat [5] describes a formal approach
to similar problems. RDF and RDFS [24] are even more
closely related to ontologies and knowledge representation
than XML. DAML (DARPA Agent Markup Language) [8;
1] is intended as an extension to XML and RDF, and is an-
other alternative for semantic descriptions. The work on RDF
and RDFS has given rise to some controversy in the Web and
knowledge representation communities, and DAML is a re-
cent development, intended to provide a system that is more
rigorously specified and is more amenable to processing by
software based on the principles of description logic. Future
work is expected to move to these or other alternatives that are
semantically richer than XML. However, a significant amount
of research and development remains to be done before either
RDF/RDFS or DAML can be used in a deployable applica-
tion.

SUMMARY AND FUTURE WORK

The primary purpose of this paper was describing the creation
of a markup language for maritime information (MIML) from
computational ontologies and the use of this language in in-
formation retrieval from documents and other sources used
in the field. MIML is still in the early stages of develop-
ment, and needs to go through a standards process before it
can gain wide acceptance in the field. Explorations of the
applicability of this research to the proposed Waterway Infor-
mation Network [20; 21] are planned. Research plans for the
future include demonstrating capabilities beyond information
retrieval, especially intelligent reasoning, using the retrieval
and access capabilities provided by markup; this will involve
‘drill-down’ markup, to lower levels than in the sample frag-
ment of Figure 6. Querying of large databases of XML docu-
ments, the use of markup and ontologies in delivery of infor-
mation to users, and the use of markup in updating databases
(and documents) and in translating between heterogeneous
databases will be investigated. The implications for our re-
search of the Resource Description Framework (RDF) and
DARPA Agent Markup Language (DAML), which are both
currently still under development, will also be examined. In-

corporation of a high-level conceptual model and description
logic-based reasoning will also be explored.
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NOTES

The demonstration information retrieval applica-
tion mentioned in this paper is available on the
WWW via a link from the project Web page
(www.eas.asu.edu/ � gcss/research/navigation/).
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